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Abstract: 

Large generative AI models (LGAIMs), such as ChatGPT or Stable Diffusion, are rapidly transforming the way we communicate, 

illustrate, and create. However, AI regulation, in the EU and beyond, has primarily focused on conventional AI models, not LGAIMs. 

This paper will situate these new generative models in the current debate on trustworthy AI regulation, and ask how the law can be tailored 

to their capabilities. After laying technical foundations, the legal part of the paper proceeds in four steps, covering (1) direct regulation, 

(2) data protection, (3) content moderation, and (4) policy proposals. It suggests a novel terminology to capture the AI value chain in 

LGAIM settings by differentiating between LGAIM developers, deployers, professional and non-professional users, as well as recipients 

of LGAIM output. We tailor regulatory duties to these different actors along the value chain and suggest four strategies to ensure that 

LGAIMs are trustworthy and deployed for the benefit of society at large. Rules in the AI Act and other direct regulation must match the 

specificities of pre-trained models. In particular, regulation should focus on concrete high-risk applications, and not the pre-trained model 

itself, and should include (i) obligations regarding transparency and (ii) risk management. Non-discrimination provisions (iii) may, 

however, apply to LGAIM developers. Lastly, (iv) the core of the DSA’s content moderation rules should be expanded to cover LGAIMs. 

This includes notice and action mechanisms, and trusted flaggers. In all areas, regulators and lawmakers need to act fast to keep track with 

the dynamics of ChatGPT et al. 
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1 INTRODUCTION 

Large generative AI models (LGAIMs) are rapidly transforming the way we communicate, illustrate, and create. Their 

consequences are bound to affect all sectors of society, from business development to medicine, from education to research, 

and from coding to the arts. LGAIMs harbor great potential, but also carry significant risk. Today, they are relied upon by 

millions of users to generate human-level text (e.g., ChatGPT), images (e.g., Stable Diffusion, DALLꞏE 2), videos (e.g., 

Synthesia), or audio (e.g., MusicLM). Soon, they may be part of employment tools ranking and replying to job candidates, 

or of hospital administration systems drafting letters to patients based on case files. Freeing up time for professionals to 

focus on substantive matters–for example, actual patient treatment–, such multi-modal decision engines may contribute to 

a more effective, and more just, allocation of resources. However, errors will be costly, and risks need to be adequately 

addressed [1-3]. Already now, LGAIMs’ unbridled capacities may be harnessed to take manipulation, fake news, and 

harmful speech to an entirely new level [4-7]. As a result, the debate on how (not) to regulate LGAIMs is becoming 

increasingly intense [8-17]. 

In this paper, we argue that regulation, and EU regulation in particular, is not only ill-prepared for the advent of this 

new generation of AI models, but also sets the wrong focus by quarreling mainly about direct regulation in the AI Act at 

the expense of the, arguably, more pressing content moderation concerns under the Digital Services Act (DSA). 

Significantly, the EU is spearheading efforts to effectively regulate AI systems, with specific instruments (AI Act, AI 

Liability Directive), software regulation (Product Liability Directive) and acts addressed toward platforms, yet covering 

AI (Digital Services Act; Digital Markets Act). Besides, technology-neutral laws, such as non-discrimination law, and also 

data protection law, continue to apply to AI systems. As we shall see, it may be precisely their technology-agnostic features 

that make them better prepared to handle the specific risks of LGAIMs than the specific AI regulation that has been enacted 

or is in preparation. 

AI regulation, in the EU and beyond, has primarily focused on conventional AI models, however, not on the new 

generation whose birth we are witnessing today. The paper will situate these new generative models in the current debate 

on trustworthy AI regulation, and ask what novel tools might be needed to tailor current and future law to their capabilities. 

Also, we suggest that the terminology and obligations in the AI Act and other pertaining regulation be further differentiated 

to better capture the realities of the evolving AI value chain. 

To do so, the paper proceeds in five steps. First, we cover technical foundations of LGAIMs, and typical scenarios of 

their use, to the extent that they are necessary for the ensuing legal discussion. Second, we critique the EU AI Act, which 

seeks to directly address risks by AI systems. The version adopted by the Council contains provisions to explicitly regulate 

LGAIMs, even if their providers are based outside of the EU (Art. 4a-c AI Act1) [10, cf. also 18]. These proposals, currently 

hotly debated in the European Parliament [19], arguably fail to accommodate the capacities and broad applicability of 

LGAIMs, particularly concerning the obligation for an encompassing risk management system covering all possible high-

risk purposes (Art. 9 AI Act) [8, pp. 6-10, 20, pp. 13, 51 et seqq.]. Precisely because LGAIMs are so versatile, detailing 

and mitigating every imaginable high-risk use seems both prohibitive and unnecessary. LGAIM risk regulation should 

generally focus on deployed applications, not the pre-trained model [8, 20]. However, non-discrimination provisions may 

apply more broadly to the pre-trained model itself to mitigate bias at its data source. Third, we highlight key data protection 

risks under the GDPR, with a particular focus on model inversion [21-23].  

Fourth, we turn to content moderation [see, e.g., 24, 25, 26]. Recent experiments have shown that ChatGPT, despite 

innate protections [27], may be harnessed to produce hate speech campaigns at scale, including the code needed for 

                                                            
1 Unless otherwise noted, all references to the AI Act are to the general approach adopted by the EU Council on Dec. 6, 2022. 
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maximum proliferation [5]. Furthermore, the speed and syntactical accuracy of LGAIMs make them the perfect tool for 

the mass creation of highly polished, seemingly fact-loaded, yet deeply twisted fake news [4, 13]. In combination with the 

factual dismantling of content moderation on platforms such as Twitter, a perfect storm is gathering for the next global 

election cycle. We show that the EU’s prime instrument to combat harmful speech, the Digital Services Act (DSA) [28, 

29], does not apply to LGAIMs, creating a dangerous regulatory loophole. The paper finishes by making four distinct 

policy proposals to ensure that LGAIMs are trustworthy and deployed for the benefit of society at large: direct regulation 

of LGAIM deployers and users, including (i) transparency and (ii) risk management; (iii) the application of non-

discrimination provisions to LGAIM developers; and (iv) specific content moderation rules for LGAIMs. 

2 TECHNICAL FOUNDATIONS OF LARGE GENERATIVE AI MODELS AND EXEMPLARY USAGE 
SCENARIOS 

The AI models covered by this article are often referred to as ‘foundation models’ [30], ‘large language models’ (LLMs) 

[31] or ‘large generative models’ (LGAIMs – the term adopted in this article) [32]. Although the emergence of these 

models in recent years constitutes a significant technical advance, they harness, to great extent, existing technologies in a 

vastly increased scale and scope. LGAIMs are usually trained with several billion, if not hundreds of billions, parameters 

[33, 34]. Their training requires large amounts of training data and computing power [35]. OpenAI’s “CLIP” image 

classifier, for example, was built using a set of 400 million image-text pairs [36]. The ‘BASIC’ model even uses 6.6 billion 

such pairs [37]. The energy required to train models this large has triggered concerns from a climate policy perspective 

[20, 38-42]. 

Hence, LGAIMs “are advanced machine learning models that are trained to generate new data, such as text, images, 

or audio” (Prompt 1, see Annex H1). This “makes them distinct from other AI models [… only] designed to make 

predictions or classifications” (Prompt 2) or to fulfil other specific functions. This increased scope of application is one of 

the reasons for the large amount of data and compute required to train them. LGAIMs employ a variety of techniques [27] 

that aim at allowing them “to find patterns and relationships in the data on its own, without being [explicitly] told what to 

look for. Once the model has learned these patterns, it can generate new examples that are similar to the training data” 

(Prompt 3). In simple terms, training data are represented as probability distributions. By sampling and mixing from them, 

the model can generate content beyond the training data set–thus something new [43, 44]. LGAIMs can often use human 

text input [45] and produce an output (text; image; audio; video) based on it. The vast amounts of data required imply that 

developers of LGAIMs often must rely on training data that is openly available on the internet, which can hardly be 

considered perfect from a data quality perspective [46]. The content generated by these models can, therefore, be biased 

and prejudiced [11, 47]. To avoid or at least mitigate this issue, model developers need to use proper curating techniques 

[48]. 

ChatGPT itself sums up the problem of having to curate its training data and moderate its output this way: “[T]he 

models are designed to generate new content that is similar to the training data, which may include offensive or 

inappropriate content. [...] Furthermore, large generative models can generate synthetic content that is difficult to 

distinguish from real content, making it challenging to differentiate between real and fake information. [… T]he sheer 

volume of content generated by these models can make it difficult to manually review and moderate all of the generated 

content” (Prompt 4). For as much as we know [27], and according to ChatGPT itself, the creators of ChatGPT sought to 

address this problem by using “a combination of techniques to detect and remove inappropriate content. This process 

includes pre-moderation, where a team of human moderators review and approve content before it is made publicly 

available. Additionally, ChatGPT uses filtering, which involves using natural language processing and machine learning 
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algorithms to detect and remove offensive or inappropriate content. This is done by training a machine learning model on 

a dataset of examples of inappropriate content, and then using this model to identify similar content in new inputs” (Prompt 

5). While we cannot perfectly verify these claims due to lack of transparency on OpenAI’s side, it seems that ChatGPT 

relied or relies on humans that train an automatic content moderation system to prevent the output from becoming abusive 

[49]. 

Even (idealized) automated and perfect detection of abusive content automatically would only solve half the problem, 

though. What remains is the danger of creating “fake news” that are hard to spot [13]. Regulation arguably needs to tackle 

these challenges. To better highlight them, for the discussion that follows, we will consider different scenarios of LGAIM 

use. Consider the following two lead examples: in a business context, one might think of a clothing and sportswear 

manufacturer (e.g., adidas or Nike) that wants to use the potential of a LGAIM specifically for the design of clothing. For 

this purpose, adidas might use a pre-trained model provided by a developer (e.g., StabilityAI), while another entity, the 

deployer, would fine-tune the model according to adidas’ requirements (and possibly host it on a cloud platform). As a 

second exemplary use case, in a private setting, one could think of a young parent that uses an AI text generator to generate 

a funny (and suitable) invitation text for her daughter’s birthday party. To do so, (s)he might consult ChatGPT and ask the 

chatbot to come up with an appropriate suggestion 

3 DIRECT REGULATION OF THE AI VALUE CHAIN: THE EUROPEAN AI ACT 

On May 13, 2022, the French Council presidency circulated an amendment to the draft AI Act, Articles 4a-4c, on what the 

text calls general-purpose AI systems (GPAIS). This novel passage, which did not spark much debate initially, has 

surreptitiously come to form the nucleus of direct regulation of LGAIMs. It continues to be fiercely contested in the 

European Parliament [19]. The general approach adopted by the Council on December 6, 2022, now defines GPAIS as 

systems “intended by the provider to perform generally applicable functions such as image and speech recognition, audio 

and video generation, pattern detection, question answering, translation and others; a general purpose AI system may be 

used in a plurality of contexts and be integrated in a plurality of other AI systems” (Article 3(1b) AI Act). To ensure a “fair 

sharing of responsibilities along the AI value chain” (Recital 12c AI Act), these systems are subjected to the high-risk 

obligations (e.g., Article 8 to 15 AI Act) if they may be used as high-risk systems or as components thereof (Article 4b(1)(1) 

and 4b(2) AI Act). These duties arise once the Commission has specified, in implementing acts, how the high-risk rules 

should be adapted to GPAIS (Article 4b(1) AI Act). The territorial scope of the AI Act extends, inter alia, to providers 

placing on the market or putting into service AI systems in the EU, and also to situations where the output produced by the 

system is used in the Union. Hence, these rules may even apply if the provider is entirely based outside of the EU (Article 

2(1) AI Act). Exceptionally, the provider is exempted from specific obligations for GPAIS providers if the provider 

explicitly and publicly excludes all high-risk uses of the GPAIS; however, the exemption fails if the exclusion is not made 

in good faith (Article 4c(1) and (2) AI Act). Nevertheless, if any provider detects or is informed about market misuse of 

its system, it must take all proportionate measures to stop the misuse and avoid harm (Article 4c(3) AI Act). This notice-

and-action mechanism, structurally known from copyright law [50-52] and the DSA [26, 28, 53, 54], complements the 

novel, active production monitoring obligation (Articles 61, 4(2) AI Act), which had so far only been contained in the 

product liability tort law of some Member States [55] and will be partially introduced in the product liability upgrade as 

well (Article 6(1)(c) and (e) Product Liability Directive Proposal2 [20, 56, 57]). 

                                                            
2 European Commission, Proposal for a Directive of the European Parliament and of the Council on Liability for Defective Products, 
COM(2022) 495 final. 
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3.1 Critique of the GPAIS AI Act Rules 

The AI Act heroically strives to keep pace with the accelerating dynamics in the AI technology space. However, in our 

view, the recently introduced rules on GPAIS fail to do justice to the peculiarities of large AI models, and particularly 

LGAIMs, for three reasons.  

3.1.1 Toward a Definition of GPAIS 

First, the definition in Article 3(1b) AI Act is significantly over-inclusive. Rules on GPAIS were inspired by the surge in 

the release of and literature on foundation models and LGAIMs. As seen in Part 2, LGAIMs operate with large numbers 

of parameters, training data, and compute. While not yet bordering on artificial general intelligence [10], LGAIMs still are 

more versatile than the narrower deep learning systems that have dominated the third wave of AI so far. Significantly, they 

can be deployed to solve tasks they have not been specifically trained for [33], and generally operate on a wider range of 

problems than traditional models. Conceptually, their “generality” may refer to their ability (e.g., language versus vision, 

or combinations in multimodal models); domain of use cases (e.g., educational versus economic); breadth of tasks covered 

(e.g., summarizing versus completing text), or versatility of output (e.g., black and white versus multicolored image) [10]. 

GPAIS, in our view, must necessarily display significant generality in ability, tasks, or outputs, beyond the mere fact that 

they might be integrated into various use cases (which also holds true for extremely simple algorithms). The broad 

definition of GPAIS in the AI Act clashes with this understanding, however. According to that rule, every simple image 

or speech recognition system seems to qualify, irrespective of the breadth of its capabilities; rightly, this only corresponds 

to a minority position in the GPAIS literature [10, 58].  

This problematic overinclusion is caused by the second half-sentence of Article 3(1b) AI Act, where further 

specifications–use in different contexts and AI systems–are not formulated as (disjunctive) necessary conditions, but as 

merely possible (and then likely qualifying) examples of GPAIS (“may”). To specifically capture truly general-purpose 

systems, the definition would have to be revised so that the use of the system in different contexts or for substantively 

different AI systems are necessary, and not sufficient, conditions. Additionally, it should require that GPAIS display 

significant generality of ability, task, or output, in decreasing order of relevance [cf. also 10]. As a result, models that 

display only one set of abilities and tasks would need to have highly diverse output to qualify as GPAIS; conversely, 

multimodal models would generally qualify, even if they only apply to one specific task and output is not significantly 

variable. 

3.1.2 Risk Management for GPAIS 

Second, even such a narrower definition would not avoid other problems. Precisely because large AI models are so 

versatile, providers will generally not be able to avail themselves of the exception in Article 4c(1) AI Act: by excluding all 

high-risk uses, they would not act in good faith, as they would have to know that the system, once released, may and likely 

will be used for at least one high-risk application. For example, language models may be used to summarize or rate medical 

patient files, student, job, credit or insurance applications (Annexes II, Section A. No. 12, 13 and III No. 3-5 AI Act). 

Image or video models might be used to visualize safety aspects of high-risk products regulated under the New Legislative 

Framework (see Annex II Section A. AI Act). Unless any misuse can be verifiably technically excluded, LGAIMs will 

therefore generally count as high-risk systems. This, however, entails that they have to abide by the high-risk obligations, 

in particular the establishment of a comprehensive risk management system, according to Article 9 AI Act. Setting up such 

a system seems to border on the impossible, given LGAIMs’ versatility. It would compel LGAIM providers to identify 

and analyze all “known and foreseeable risks most likely to occur to health, safety and fundamental rights” concerning all 
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possible high-risk uses of the LGAIM (Articles 9(2)(a), 4b(6) AI Act). On this basis, mitigation strategies for all these risks 

have to be developed and implemented (Article 9(2)(d) and (4) AI Act). Providers of LGAIMs such as ChatGPT would, 

therefore have to analyze the risks for every single, possible application in every single high-risk case contained in Annexes 

II and III concerning health, safety and all possible fundamental rights. Similarly, performance, robustness, and 

cybersecurity tests will have to be conducted concerning all possible high-risk uses (Articles 15(1), 4b(6) AI Act). This 

seems not only almost prohibitively costly but also hardly feasible. The entire analysis would have to be based on an 

abstract, hypothetical investigation, and coupled with–again hypothetical–risk mitigation measures that will, in many cases, 

depend on the concrete deployment, which by definition has not been implemented at the moment of analysis. What is 

more, many of these possible use cases will, in the end, not even be realized because they are economically, politically, or 

strategically unviable. Hence, such a rule would likely create “much ado about nothing”, in other words: a waste of 

resources. Ironically, The conception of Articles 4a-4c, as currently proposed, places a very high, and arguably undue, 

burden on providers of truly general-purpose AI systems. These providers will be most unlikely to be able to comply with 

the AI Act, by virtue of their model’s sheer versatility–there will just be too many scenarios to contemplate. In conjunction 

with the proposed regime for AI liability, which facilitates claims for damages if the AI Act is breached, this exposes 

LGAIM providers to significant liability risk [20, 56]. 

3.1.3 Adverse Consequences for Competition 

Third, the current GPAIS rules would likely have significantly adverse consequences for the competitive environment 

surrounding LGAIMs. The AI Act definition specifically includes open source developers as LGAIM providers, of which 

there are several (https://www.kdnuggets.com/2022/09/john-snow-top-open-source-large-language-models.html). Some 

of these will explore LGAIMs not for commercial, but for philanthropic or research reasons. For example, Stable Diffusion 

was developed in a research project conducted at LMU Munich. While according to its Article 2(7), the AI Act shall not 

apply to any (scientific, see Recital 12b AI Act) research and development activity regarding AI systems, this research 

exemption  arguably does not apply anymore once the system is released into the wild, as any public release likely does 

not have scientific research and development as its “sole purpose” (Recital 12b AI Act), particularly when, as is often the 

case, a commercial partner enters to limit liability and provide necessary fine-tuning. As a result, all entities–large or small–

developing LGAIMs and placing them on the market will have to comply with the same stringent high-risk obligations. 

Given the difficulty to comply with them, it can be expected that only large, deep-pocketed players (such as Google, Meta, 

Microsoft/Open AI) may field the costs to release an approximately AI Act-compliant LGAIM. For open source developers 

and many SMEs, compliance will be prohibitively costly. Hence, the AI Act will have the consequence of spurring further 

anti-competitive concentration in the LGAIM development market. This is in direct opposition to the spirit of Recital 61 

Sentence 5 AI Act which–in the context of standardization–explicitly calls for an appropriate involvement of SMEs to 

promote innovation and competitiveness in the field of AI within the Union (see also Article 40(2)(b) and Article 53(1b)(a) 

AI Act). Similar effects have already been established concerning the GDPR [59]. In this sense, the AI Act threatens to 

undermine the efforts of the Digital Markets Act3 to infuse workable competition into the core of the digital and platform 

economy. 

                                                            
3 Regulation (EU) 2022/1925 of the European Parliament and of the Council of 14 September 2022 on contestable and fair markets in the 
digital sector, OJ L265/1 (DMA). 
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3.2 Solution and Follow-up Problems: Focus on Deployers and Users 

This critique does not imply, of course, that LGAIMs should not be regulated at all. However, in our view, a different 

approach is warranted. Scholars have noted that the regulatory focus should shift [8, 9] and move towards LGAIM 

deployers and users, i.e., those calibrating LGAIMs for and using them in concrete high-risk applications.  

3.2.1 Terminology: Developers, Deployers, Users, and Recipients 

Lilian Edwards has rightly suggested to differentiate between developers of GPAIS, deployers, and end users [8, see also 

20]. In the following, we take this beginning differentiation in the AI value chain one step further. In many scenarios, there 

will be at least four entities involved, in different roles [cf. 60]. We suggest that the terminology in the AI Act and other 

pertaining regulation must be adapted to the evolving AI value chain in the following way. 

 developer: this is the entity originally creating as (pre-) training the model. In the AI Act, this entity is called the 

provider (Article 3(2)). Real-world examples would be OpenAI, Stability, or Google. 

 deployer: this is the entity fine-tuning the model for a specific use case. The AI act calls these entities (professional) 

user (Article 3(4)) or provider, depending on the circumstances. Note that there could be several deployers (working 

jointly or consecutively), leading to a true AI value chain similar to OEM value chains. Alternatively, the developer 

could simultaneously act as a deployer (vertical integration). This would raise the typical competition law issues of 

vertical integration [61-63]. 

 user: this is the entity actually generating output from an LGAIM, e.g. via prompts, and putting it to use. The user 

may harness the output in a professional or a non-professional capacity. Hence, we introduce the following distinction 

within the category of users: 

o professional user: an entity using AI output for professional purposes. The AI Act calls such entities 

professional users as well (cf. Art. 2(8) AI Act). The professional user could be a for-profit or a non-profit 

company, an NGO, an administrative agency, a court, or the legislator, for example. Potential real-world 

examples would be Nike, Adidas, or any other examples of the types of professional users just listed. Other 

professional users could be persons like the authors using ChatGPT or other generative of AI systems for 

academic work and education.  

o non-professional user: an entity using AI output for non-professional purposes. The AI Act calls such 

entities non-professional users as well (cf. Art. 2(8) AI Act). These could be any person using ChatGPT to 

brainstorm ideas for her children's birthday party, for example. 

If there was a deployer involved, the user would implement the fine-tuned model, calibrated by the deployer, into its 

product or use case. Typically, this would be a professional user. In the alternative, the user could harness the LGAIM 

by directly connecting with the developers. This includes non-professional users (birthday ideas via ChatGPT) as well 

as professional ones (academic paper writing with the help of ChatGPT; advertisement campaign for company with 

slogans designed by Aleph Alpha's Luminous). 

 recipient: this is the entity consuming the product offered by the professional user. It does not generate LGAIM output. 

Typically, it will be a consumer, but it could also be a company, an NGO, an administrative agency, the court, or the 

legislator. However, it sits at the receiving, passive end of the pipeline. In the terminology of the AI Act, these entities 

would arguably fall in the group of affected persons (see, e.g., Recitals 39 and 42 AI Act). Real-world examples 

include consumers exposed to AI-generated advertisements and kids/parents invited to AI designed birthday 

invitations and parties.  
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Such a shift entails several follow-up problems that need to be addressed to operationalize any focus on deployers [8]. 

First, deployers and users may be much smaller and less technologically sophisticated than LGAIM developers. This is not 

a sufficient reason to exempt them from regulation and liability, but it points to the importance of designing a feasible 

allocation of responsibilities along the AI value chain. Obligations must be structured in such a way that deployers and 

users can reasonably be expected to comply with them, both by implementing the necessary technological adjustments and 

by absorbing the compliance costs. 

Second, many of the AI Act’s high-risk obligations refer to the training and modeling phase conducted, at least partially, 

by the LGAIM developers. Typically, LGAIM developers will pre-train a large model, which may then be fine-tuned by 

deployers, potentially in collaboration with developers [64, 65], while users ultimately make the decision what the AI 

system is used for specifically. To meet the AI Act requirements concerning training data (Article 10), documentation and 

record-keeping (Articles 11 and 12), transparency and human oversight (Articles 13 and 14), performance, robustness and 

cybersecurity (Article 15), and to establish the comprehensive risk management system (Article 9), any person responsible 

will need to have access to the developer’s and deployer’s data and expertise. This unveils a regulatory dilemma: focusing 

on developers entails potentially excessive and inefficient compliance obligations; focusing on deployers and users risks 

burdening those who cannot comply due to limited insight.  

In our view, the only way forward are collaborations between LGAIM providers, deployers and users with respect to 

the fulfillment of regulatory duties, where the regulator gives this (forced) collaboration adequate contours. In this vein, 

we suggest a combination of strategies known from pre-trial discovery, trade secrets law, and the GDPR. Under the current 

AI Act, such teamwork is encouraged in Article 4b(5). Providers “shall” cooperate with and provide necessary information 

to users. A key issue, also mentioned in the Article, is access to information potentially protected as trade secrets or 

intellectual property (IP) rights [8, 9]. In this regard, Article 70(1) AI Act requires anyone “involved” in the application of 

the AI Act to “put appropriate technical and organizational measures in place to ensure the confidentiality of information 

and data obtained in carrying out their tasks and activities”. To be workable, this obligation needs further concretization. 

The problem of balancing cooperation and disclosure with the protection of information is not limited to the AI Act. It 

has an internal and external dimension. Internally, i.e., in the relationship between the party requesting and the party 

granting access, virtually all access rights are countered, by the granting party, by reference to supposedly unsurmountable 

trade secrets or IP rights [66-68]. The liability directives proposed by the EU Commission, for example, contain elaborate 

evidence disclosure rules pitting the compensation interests of injured persons against the secrecy interests of AI developers 

and deployers [20, 56, 57]. Article 15(4) GDPR contains a similar provision, which by way of analogy also applies to the 

access right in Article 15(1) GDPR [69, 70]. Extensive literature and practice concerning this problem exists in the realm 

of the US pretrial discovery system [71-75]. Under this mechanism, partially adopted by the proposed EU evidence 

disclosure rules [20], injured persons may seek access to documents and information held by the potential defendant before 

even launching litigation. This, in turn, may lead to non-meritorious access requests by competitors. Such concerns are not 

negligible in the AI value chain. Here as well, developers, deployers and users may indeed not only be business partners 

but also be (potential) competitors. Hence, deployers’ access must be limited. Conversely, some flow of information must 

be rendered possible to operationalize compliance with high-risk obligations by deployers. To guard against abuse, we 

suggest a range of measures. On the one hand, providers (and potentially deployers) may authorize the use of the model 

under the proviso that users sign NDA’s and non-compete clauses. Private ordering should, to a certain extent, function 

between professional actors. On the other hand, it may be worthwhile to introduce provisions inspired by the US pretrial 

discovery system [68, 71, 76] and the proposed EU evidence disclosure mechanism (Article 3(4) AI Liability Directive, 

protective order). Hence, courts should be empowered to issue protective orders, which endow nondisclosure agreements 
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with further weight and subject them to potential administrative penalties. The order may also exempt certain trade secrets 

from disclosure or allow access only under certain conditions (see F.R.C.P. Rule 26(c)(1)(G)). Furthermore, as the high-

profile document review cases in the US concerning former and current US Presidents show, the appointment of a special 

master may, ultimately, strike a balance between information access and the undue appropriation of competitive advantage 

(cf. F.R.C.P. Rule 53(a)) [76]. With these safeguards in place, LGAIM developers should be compelled, and not merely 

encouraged, to cooperate with deployers and users if they have authorized the deployment. 

Concerning the external dimension, the question arises of who should be responsible for fulfilling pertinent duties and, 

ultimately, liable, regarding administrative fines and civil damages, if high-risk rules are violated. Here, we may draw 

inspiration from Article 26 GDPR (see also [8]). According to this provision, joint data controllers may internally agree on 

the bespoke allocation of GDPR duties (Article 26(1) GDPR), but remain jointly and severally liable (Article 26(3) GDPR). 

The reason for this rule is to facilitate data subjects’ compensation, who must not fear to be turned away by both controllers 

with each blaming the other party. Moreover, the essence of the internal compliance allocation must be disclosed (Article 

26(2) GDPR). This mechanism could, mutatis mutandis, be transferred to the AI value chain. Here again, collaboration is 

required and should be documented in writing to facilitate ex post accountability. Disclosing the core parts of the document, 

sparing trade secrets, should help potential plaintiffs choosing the right party for disclosure of evidence requests under the 

AI liability regime. Finally, joint and several liability ensures collaboration and serves the compensation interests of injured 

persons. Developers’ and deployers’ liability, however, must end where their influence over the deployed model ends. 

Beyond this point, only the users should be the subject of regulation and civil liability: incentives for action only make 

sense where the person incentivized is actually in a position to act. In the GDPR setting, this was effectively decided by 

the CJEU in the Fashion ID case (CJEU, C‑40/17, para. 85). The sole responsibility of the users for certain areas should 

then also be included in the disclosed agreement to inform potential plaintiffs and foreclose non-meritorious claims against 

the developer and deployer. Such a system, in our view, would strike an adequate balance of interests and power between 

the LGAIM developer, deployer, user and the affected persons. 

3.3 Non-Discrimination Law 

The situation is slightly different with non-discrimination law, which generally applies, in the US as well as the EU, in a 

technology-neutral way [1, 77-80, 81; but see also Massachusetts Legislature, Bill SD.1827 (193rd) for a (brief) proposal 

for anti-discrimination rules specifically for LGAIM operators]. Importantly, however, it only covers certain enumerated 

areas of activity, such as employment, education, or publicly available offers of goods and services [80, 82]. This begs the 

question whether general-purpose systems may be affected by non-discrimination provisions even before they have been 

deployed in specific use cases. Concerning EU law, the CJEU has held in a string of judgments (CJEU, Case C-54/07, 

Feryn; Case C-507/18, Associazione Avvocatura per i diritti LGBTI) that non-discrimination provisions may apply to 

preparatory activities preceding, e.g., the actual job selection under certain conditions: in the concrete cases, statements 

made on a radio program indicating an intention not to recruit candidates of a particular sexual orientation are considered 

“conditions for access to employment” if the relationship between the statement and the employer’s recruitment policy is 

not merely hypothetical (CJEU, Case C-507/18, Associazione Avvocatura per i diritti LGBTI, para. 43). For anti-

discrimination directives to apply, a preliminary measure must, therefore, concretely relate to an activity covered by the 

directives. 

Regarding the (pre-)training of LGAIMs, the required link arguably exists if the model is specifically prepared for use 

(also) in discrimination-relevant scenarios (employment; education, publicly available goods or services etc.) [cf. also 83]. 

Conversely, if a generic LGAIM is developed without any specific link to such scenarios (even though it may be 
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theoretically used in these cases) non-discrimination law does not apply to the development itself. Again, it obviously 

applies to the concrete deployment in the respective scenario. If non-discrimination law applies, intricate questions ensue 

which transcend the scope of this paper, for example concerning concrete proof of discrimination, harm, and standing to 

sue. Ultimately, we would argue, however, that significant underperformance for legally protected groups will be indicative 

of (indirect or even direct) discrimination, establishing a prima facie case [1, 77-81]. 

4 DATA PROTECTION UNDER THE GDPR  

A second major challenge for any AI model is GDPR compliance. While the requirements for large generative models are, 

arguably, not categorically different from those for any machine learning model, we refrain from a substantiated analysis 

at this point. However, we note that recent studies have shown that LGAIMs are vulnerable to inversion attacks, even to a 

greater extent than previous generative models, such as generative adversarial networks (GANs [84]) [23]. As a 

consequence, data used for training may be reproduced from the model. This is less of a concern for copyrighted material 

as the new text-and-data-mining exceptions (Articles 3 and 4 Copyright in the Digital Single Market Directive4), at least 

generally and where rightsholders have not opted out, allow the use of publicly accessible copyrighted material for machine 

learning purposes [85, 86]. However, a legal basis under Article 6 GDPR is necessary for any use of personal data for 

training [22, 83]. According to some scholars, even the model itself might be considered personal data, considering the 

possibility of inversion attacks [22]. As consent was typically not obtained [87], developers need to avail themselves of 

the balancing test and/or the purpose change test (Article 6(1)(f) and (4) GDPR) [88-91], potentially in conjunction with 

specific research exceptions (Article 89 GDPR) [92-94]. Compliance with the GDPR will depend on a range of factors 

[95-98], such as the intended purposes of the model, the type of personal data used, the likelihood of model inversion, and 

the probability of re-identification of concrete data subjects. While scholars are divided about whether the use of personal 

data for machine learning purposes should be permitted under the balancing test (permissive view: [83]; more restrictive 

view: [91, 99]; see also [100]), the threat of model inversion arguably weighs in favor of data subjects. 

Importantly, if the personal data constitutes sensitive data in the sense of Article 9 GDPR, developers need to invoke, 

besides Article 6 GDPR, an exception under Article 9(2) GDPR. While there is no universal balancing test available at the 

EU level, some Member States have introduced (more restrictive) balancing tests for research purposes under the opening 

clauses of Article 9(2)(g-j) GDPR (see, e.g., § 22 of the German Data Protection Act, BDSG [83]). With respect to sensitive 

data, model inversion constitutes an even more serious threat to GDPR compliance as the risk of a reproduction of sensitive 

data will hardly be overcome by legitimate interests of developers, unless the model serves truly critical purposes 

(potentially in medicine or emergency cases). 

5 GENERATIVE MODEL CONTENT MODERATION: THE EUROPEAN DATA SERVICES ACT 

The third large regulatory frontier concerning LGAIMs is content moderation. Generative models, as virtually any novel 

technology, may be used for better or worse purposes [101]. The developers of ChatGPT, specifically, anticipated the 

potential for abuse and trained in internal AI moderator, with controversial help from Kenyan contractors [49] , to detect 

and block harmful content [12]. AI Research has made progress in this area recently [102-104]. OpenAI has released a 

content filtering mechanism which users may apply to analyze and flag potentially problematic content along several 

categories (violence; hate; sexual content etc.).5 Other large generative models have similar functionalities. However, 

                                                            
4 Directive (EU) 2019/790 of the European Parliament and of the Council of 17 April 2019 on copyright and related rights in the Digital 
Single Market, OJ L 130, 17.5.2019, 92. 
5 See https://platform.openai.com/docs/api-reference/moderations.  
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actors intent on using ChatGPT, and other models, to generate fake or harmful content will find ways to prompt them to 

do just that. Prompt engineering is becoming a new art to elicit any content from LGAIMs [105] and fake news is harder 

to detect than hate speech, even though industry efforts are underway via increased model and source transparency [106]. 

As could be expected, DIY instructions for circumventing content filters are already populating YouTube and reddit,6 and 

researchers have already generated an entire hate-filled shitstorm, along with code for proliferation, using ChatGPT [5]. 

The propensity of ChatGPT particularly to hallucinate when it does not find ready-made answers can be exploited to 

generate text devoid of any connection to reality, but written in the style of utter confidence, persuasion, scholarly attitude, 

or derision, as conditions warrant. While the European Parliament is investigating LENSA for inappropriate content 

generation [107, 108] the timing of the advent of truly powerful LGAIMs could hardly be any more favorable for malicious 

actors. The Russian attack on Ukraine, the Corona pandemic, climate change, and the political feuds in the US and beyond 

already fuel hate crimes and fake news [109, 110]. This toxic political climate now meets the factual demolition of content 

moderation on Twitter under the auspices of its new owner. LGAIMs could well be a powerful instrument in the upcoming 

election cycles to target individual actors and sway public opinion. They allow for the automated mass production, and 

proliferation, of highly sophisticated, seemingly fact-based, but actually utterly nonsensical fake news and harmful speech 

campaigns. 

To stem the tide of such phenomena, the EU has recently enacted the DSA. However, it was designed to mitigate illegal 

content on social networks, built by human actors or the occasional Twitter bot, not to counter LGAIMs. The problem lies 

not in its territorial applicability: the DSA, like the AI Act, covers services offered to users in the EU, irrespective of where 

the providers have their place of establishment (Article 2(1), 3 (d) and (e) DSA). Platforms like Facebook or Twitter must 

implement a notice and action system where users can report potentially illegal content that will then be reviewed and 

removed if found illegal (Article 16 DSA). Larger platforms must have an internal complaint and redress system (Article 

20 DSA) and provide out-of-court dispute resolution (Article 21 DSA). Hence, users are spared the lengthy process of 

going to court to challenge problematic content. Repeat offenders of content moderation policies risk having their accounts 

suspended (Article 23 DSA). Content highlighted as problematic by so-called trusted flaggers, which have to register with 

Member States, must be prioritized and decided upon without undue delay (Article 22 DSA). Very large online platforms 

(> 45 million active users) must also implement a comprehensive compliance system, including proactive risk management 

and independent audits (Articles 33-37 DSA). 

Passed with the best of intentions, the DSA, however, seems outdated at the moment of its enactment. This results from 

two crucial limitations in its scope of application. First, it covers only so-called intermediary services (Article 2(1) and (2) 

DSA). Article 3(g) DSA defines them as “mere conduit” (e.g., Internet access providers), “caching” or “hosting” services 

(e.g., social media platforms, see also Recital 28 DSA). Arguably, however, LGAIMs do not match any of these categories. 

Clearly, they are not comparable to access or caching service providers, which power Internet connections. Hosting 

services, in turn, are defined as providers storing information provided by, and at the request of, a user (Article 3(g)(iii) 

DSA) [see also 111].While users do request information from LGAIMs via prompts, they can hardly be said to provide 

this information. Rather, other than in traditional social media constellations, it is the LGAIM, not the user, who produces 

the text. To the contrary, CJEU jurisprudence shows that even platforms merely storing user-generated content may easily 

lose their status as hosting providers, and concomitant liability privileges under the DSA (and its predecessor in this respect, 

the E-Commerce Directive), if they “provide assistance” and thus leave their “neutral position”, which may even mean 

                                                            
6 See, e.g., https://www.youtube.com/watch?v=qpKlnYLtPjc; 
https://www.reddit.com/r/OpenAI/comments/zjyrvw/a_tutorial_on_how_to_use_chatgpt_to_make_any/.  
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merely promoting user-generated content (CJEU, Case C-324/09, L'Oréal para 116). A fortiori, systems generating the 

content themselves cannot reasonably be qualified as hosting service providers. Hence, the DSA does not apply. 

This does not imply that LGAIM content generation is not covered by content liability laws. Rather, its output may be 

covered by speech regulation, similar to comments made by human users online. However, this branch of the law is largely 

left to Member State tort law, with the exception of Article 82 GDPR in the case of processing personal data of victims, 

which seems rather far-fetched in LGAIM constellations. Not only does such direct speech regulation vary considerably 

between Member States [112]: one Member State (Germany) even declined to enforce a judgment of another Member 

States’ court (Poland) on speech regulation, as it saw a collision with its constitutional provisions on free speech, amounting 

to a breach of its own ordre public (German Constitutional Court, Judgment of 19 July 2018, Case IX ZB 10/18). It also 

often lacks precisely the instruments the DSA has introduced to facilitate the rapid yet procedurally adequate removal of 

harmful speech and fake news from the online world: notice and action mechanisms flanked by procedural safeguards; 

trusted flaggers; obligatory dispute resolution; and comprehensive compliance and risk management regimes for large 

platforms. 

The risk of a regulatory loophole might be partially closed, one might object, by the applicability of the DSA to LGAIM-

generated posts that human users, or bots, publish on social networks. Here, the DSA generally applies, as Twitter et al. 

qualify as hosting service providers. However, a second important gap looms: Recital 14 DSA specifies that the main part 

of the regulation does not cover “private messaging services.” While the notice and action mechanism applies to all hosting 

services, instruments like trusted flaggers, obligatory dispute resolution, and risk management systems are reserved for the 

narrower group of “online platforms” [113]. To qualify, these entities must disseminate information to the public (Article 

3(g)(iii), (k) DSA). According to Recital 14 DSA, closed groups on WhatsApp and Telegram, on which problematic 

content particularly proliferates, are explicitly excluded from the DSA’s online platform regulation (Articles 19 ff. DSA) 

as messages are not distributed to the general public. With the right lines of codes, potentially supplied by an LGAIM as 

well [5], malicious actors posting content in such groups may therefore fully escape the ambit, and the enforcement tools, 

of the DSA. 

Hence, the only action to which the full range of the DSA mechanisms continues to apply is the posting of LGAIM-

generated content on traditional social networks, such as Twitter, YouTube, or Instagram. However, at this point in time, 

Pandora’s box has already been opened. Misinformation may also be spread effectively and widely via interpersonal 

communication. Even if the EU legislator has decided to exclude closed groups from the scope of the DSA [114], this 

balance needs to be reassessed in the context of readily available LGAIM output, which exacerbates risks. Even the most 

stringent application of DSA enforcement mechanisms, potentially coupled with GDPR provisions on erasure of data 

(Article 17(2) and 19 GDPR), cannot undo the harm done, and often cannot prevent the forward replication of problematic 

content [115]. Overall, current EU law, despite the laudable efforts in the DSA to mitigate the proliferation of fake news 

and hate speech, fails to adequately address the dark side of LGAIMs. 

6 POLICY PROPOSALS 

The preceding discussion has shown that regulation of LGAIMs is necessary, but must be better tailored to the concrete 

risks they entail. Hence, we suggest a shift away from the wholesale AI Act regulation envisioned in the general approach 

of the Council of EU toward specific regulatory duties and content moderation. Importantly, regulatory compliance must 

be feasible for LGAIM developers large and small to avoid a winner-takes-all scenario and further market 

concentration [59]. This is crucial not only for innovation and or consumer welfare [28, 116, 117], but also for 

environmental sustainability. While the carbon footprint of IT and AI is significant and steadily rising [38-42], and training 
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of LGAIMs is particularly resource intensive [118], large models may ultimately create significantly fewer greenhouse gas 

emissions than their smaller brethren [118, p. 15]. 

Against this background, we make four concrete, workable suggestions for LGAIM regulation: (i) transparency 

obligations; (ii) mandatory yet limited risk management; (iii) non-discrimination data audits; and (iv) expanded content 

moderation. 

6.1 Transparency 

The AI Act contains a wide range of disclosure obligations (Article 11, Annex IV AI Act) that apply, however, only to 

high-risk systems. In our view, given the vast potential and growing relevance of LGAIMs for many sectors of society, 

LGAIMs should — irrespective of their categorization as high-risk or non-high-risk — be subject to two distinct 

transparency duties. First, LGAIM developers and deployers should be required to report on their performance metrics as 

well as any incidents and mitigation strategies concerning harmful content. Ideally, to the extent technically feasible [38, 

p. 28, Annex A], they should also disclose the model’s greenhouse gas (GHG) emissions, to allow for comparison and 

analysis by regulatory agencies, watchdog organizations, and other interested parties. This information could also serve as 

the basis for an AI Sustainability Impact Assessment [20, p. 65 f., see also 119].  

Second, professional users should be obligated to disclose which parts of their publicly available content were generated 

by or adapted from LGAIMs. Specifically, this entails that in adidas example, adidas needs to adequately inform users that 

the design was generated using, e.g., Stable Diffusion. While the added value of such information may be limited in sales 

cases, such information is arguably crucial in any cases involving content in the realm of journalism, academic research, 

or education. Here, the recipients will benefit from insight into generation pipeline. They may use such a disclosure as a 

warning signal and engage in additional fact checking or to at least take the content cum grano salis. Eventually, we 

imagine differentiating between specific use cases in which AI output transparency vis-à-vis recipients is warranted (e.g., 

journalism, academic research or education) and others where, based on further analysis and market scrutiny, such 

disclosures may not be warranted (certain sales, production and B2B scenarios, for example). For the time being, however, 

we would advocate a general disclosure obligation for professional users to generate further information and insight into 

the reception of such disclosures by other market participants or recipients.  

Conversely, we submit that non-professional users should not be required to inform about the use of AI. In the birthday 

example, hence, a parent would not need to inform the parents that the invitation or the entire design of the birthday party 

was rendered possible by, e.g., Aleph Alpha’s Luminous. One might push back against this in cases involving the private 

use of social media, particularly harmful content generated with the help of LGAIMs. However, any rule to disclose AI-

generated content would likely be disregarded by malicious actors seeking to post harmful content. Eventually, however, 

one might consider including social media scenarios into the domain of application of the transparency rule if AI detection 

tools are sufficiently reliable. In these cases, malicious posts could be uncovered, and actors would face not only the 

traditional civil and criminal charges, but additionally AI Act enforcement, which could be financially significant 

(administrative fines) and hence create even greater incentives to comply with the transparency rule, or refrain from 

harmful content propagation. 

The enforcement of any user-focused transparency rule being arduous, it must be supported by technical measures such 

as digital rights management and watermarks imprinted by the model [120]. The European Parliament is currently 

pondering a watermark obligation for generative AI [119]. Importantly, more interdisciplinary research is necessary to 

develop markings that are easy to use and recognize, but hard to remove by average users [121]. This should be coupled 
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with research on AI-content detection to highlight such output where watermarks fail [103, 122]. 

(https://openai.com/blog/new-ai-classifier-for-indicating-ai-written-text/) 

6.2 Risk Management and Staged Release 

As mentioned, one major obstacle to the effective application of the AI Act to LGAIMs proper is comprehensive risk 

management. Here, novel approaches are needed. Scholars have rightly suggested that powerful models should be released 

consciously, trading off the added benefit of public scrutiny with the added risk of misuse in the case of full public releases 

[123]. In our view, a limited, staged release, coupled with only access for security researchers and selected stakeholders, 

will often be preferable [see also 6, 123-125]. This adds a nuanced, community-based risk management strategy by way 

of codes of conduct to the regulatory mix [cf. also 125]. Regulatory oversight could be added by way of “regulated self-

regulation;” an approach with potentially binding effect of the code of conduct, à la Article 40 GDPR, seems preferable to 

the purely voluntary strategy envisioned in Article 69 AI Act.  

Importantly, the full extent of the high-risk section of the AI Act, including formal risk management, should only apply 

if and when a particular LGAIM (or GPAIS) is indeed used for high-risk purposes (see Part 3.2). This strategy aligns with 

a general principle of product safety law [9]: not every screw and bolt must be manufactured to the highest standards. For 

example, only if they are used for spaceships, stringent product safety regulations for producing aeronautics material 

apply7–but not if they are sold in the local DIY store for generic use. The same principle should be applied to LGAIMs. 

6.3 Non-Discrimination Data Audits 

We suggest that, as an exception to the focus on LGAIM deployers, certain data curation duties, for example 

representativeness and approximate balance between protected groups (cf. Article 10 AI Act), should apply to LGAIM 

developers. Discrimination, arguably, is too important a risk to be delegated to the user stage and must be tackled during 

development and deployment. Here, it seems paramount to mitigate the risk at its roots. The regulatory burden, however, 

must be adapted to the abstract risk level and the compliance capacities (i.e., typically the size) of the company. For 

example, LGAIM developers should have to pro-actively audit the training data set for misrepresentations of protected 

groups, in ways proportionate to their size and the type of training material (curated data vs. Twitter feeds scraped from 

the Internet), and implement feasible mitigation measures. At the very least, real-world training data ought to be 

complemented with synthetic data to balance historical and societal biases contained in online sources. For example, 

content concerning professions historically reserved for one gender (nurse; doctor) could be automatically copied and any 

female first names or images exchanged by male ones, and vice versa, creating a training corpus with more gender-neutral 

professions for text and image generation. 

6.4 Content Moderation 

One of the biggest challenges for LGAIMs is, arguably, their potential misuse for disinformation, manipulation, and 

harmful speech. In our view, the DSA rules conceived for traditional social networks must be expanded and adapted 

accordingly. LGAIMs, and society, would benefit from mandatory notice and action mechanisms, trusted flaggers, and 

comprehensive audits for models with particularly many users. The regulatory loophole is particularly virulent for LGAIMs 

offered as standalone software, as is currently the case. In the future, one may expect an increasing integration into 

platforms of various kinds, such as search engines or social networks, as evidenced by LGAIM development or acquisition 

by Microsoft, Meta, or Google. While the DSA would then technically apply, it would still have to be updated to ensure 

                                                            
7 See, e.g., product standards, aerospace series, DIN EN 4845–4851 (December 2022) on screws. 
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that LGAIM-generated content is covered just like user-generated content. In particular, as LGAIM output currently is 

particularly susceptible to being used for the spread of misinformation, it seems advisable to require LGAIM-generated 

content to be flagged as such – if technically feasible. 

Like in the other areas, more fundamental research is additionally needed to not only mark AI-generated content, but 

to integrate adherence to facts and content moderation into the models themselves. Transparent LGAIMs connected to 

(good-old) knowledge bases, such as AtMan [43], present a promising way forward in this direction. 

Overall, we have added several policy proposals. As a matter of regulatory technique, the legislator should, in our view, 

strive to shift its strategy from technology-specific regulation–which will often be outdated before eventually enacted–

toward more technology-neutral regulation wherever possible. As seen, non-discrimination law, formulated in a 

technology-neutral way, continues to grapple with various challenges, but arguably does a better job capturing the 

dynamics of LGAIM development than the AI Act or the DSA, at least in the way they are currently enacted and proposed. 

7 CONCLUSION 

Scholars and regulators have long suggested that technology-neutral laws may be better prepared to tackle emerging risks 

given the rapid pace of innovation in machine learning [126-128]. While this claim, arguably, cannot be generally affirmed 

or refuted, LGAIMs offer a cautionary example for regulation focused specifically on certain technologies. As our study 

shows, technology-neutral laws sometimes fare better because technology-specific regulation (on platforms; AI systems) 

may be outdated before (AI Act, AI liability regime) or at the moment of its enactment (DSA). Overall, we add several 

policy proposals to the emerging regulatory landscape surrounding LGAIMs.  

First, rules in the AI Act and other direct regulation must match the specificities of pre-trained models. This includes 

generally singling out concrete high-risk applications, and not the pre-trained model itself, as the object of high-risk 

obligations. For example, it seems inefficient and practically infeasible to compel the developers of ChatGPT to draw up 

a comprehensive risk management system covering, and mitigating, all risks to health, safety and fundamental rights 

ChatGPT may pose. Rather, if used for a concrete high-risk purpose (e.g., summarizing or grading résumés in employment 

decisions), the specific deployer should have to comply with the AI Act’s high-risk obligations, including the risk 

management system. The devil, however, is in the detail: providers need to cooperate with deployers to comply with even 

such narrower regulatory requirements. Here, we suggest drawing on experience from the US pretrial discovery system to 

balance interests in the access to information with trade secret protection.  

Second, exceptionally, non-discrimination provisions, including a version of Article 10 AI Act, should apply to LGAIM 

developers. In this way, biased output can arguably be prevented most effectively. This particularly concerns the collection 

and curation of training data scraped from the Internet.  

Third, detailed transparency obligations are warranted. This concerns both LGAIM developers (performance metrics; 

harmful speech issues arisen during pre-training) and users (disclosure of the use of LGAIM-generated content). 

Fourth, the core of the DSA’s content moderation rules should be expanded to cover LGAIMs. This includes notice 

and action mechanisms, trusted flaggers, and comprehensive audits. Arguably, it is insufficient to tackle AI-generated hate 

speech and fake news ex post, once they are posted to social media. At this point, their effect will be difficult to stop. 

Rather, AI generation itself must be moderated by an adequate combination of AI tools, developer and user interventions, 

and law.  

In all areas, regulators and lawmakers need to act fast to keep track with the unchained dynamics of ChatGPT et al. 

Updating regulation is necessary both to maintain the civility of online discourses and to create a level playing field for 

developing and deploying the next generation of AI models, in the EU and beyond. 
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APPENDIX H1: PROMPTS 

Prompt 1: What are large generative AI models? 

Prompt 2: What distinguishes large generative AI models from other AI systems? 

Prompt 3: Can you explain the technical foundations of large generative models in simple terms, so that an inexperienced 

reader understands it? 

Prompt 4: What are the objectives, what are the obstacles when it comes to content moderation within large generative AI 

models? 

Prompt 5: How does content moderation work at ChatGPT? 

 


